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Abstract
The DØ Silicon Microstrip Tracker (SMT) Operations History Database was transferred to an online Oracle database to remedy deficiencies in the current database system. Modifications to the history database now reflect operational procedures used to locate and correct problems in the SMT data readout chain.

Introduction 

The mission and objective of Fermilab is to discover and explore the fundamental laws of nature that govern our universe and beyond. In order to support this scientific mission several large-scale experiments, which utilize sophisticated detectors are used. One such experiment is the DØ experiment. The DØ experiment is an international collaboration of scientists from nearly 650 universities from approximately 20 nations from around the world. One subdetector used in the DØ experiment is referred to as the Silicon Microstrip Tracker (SMT or Silicon Detector). This report describes the various components of the Silicon detector and the detector’s history database. Moreover, modifications of the Silicon Detector Operations Database at the DØ experiment are discussed. This modified database allows experimenters to maintain the SMT detector at maximum efficiency. As a 2005 summer intern in the SMT Group at DØ, my assignment was to transfer the operation database from Microsoft Access to Oracle, modify and create graphical user interfaces (GUIs) that give experts access to current and historical data about the silicon detector for maintenance and upgrades. This paper describes the procedures used to accomplish these tasks as well as the results.
Theory

Bubble and Cloud Chambers are no longer used to uncover the hidden mysteries of the universe—its fundamental nature and its formation in the early universe. (You can still see Fermilab’s Bubble Chamber on display in a courtyard located outside the old Lab F building) Today scientists use multinational collaborations to build and maintain, multimillion dollar detectors that are used as a microscope powerful enough to allow humans to see the inner workings of the atom and its subatomic constituents. The DØ experiment (located at position D0 along the Tevatron) and CDF (located at position BØ along the Tevatron) are such microscopes. The DØ experiment, the focus of this paper, is a multinational collaboration of over 650 scientists (university professors, post docs, graduate, and undergraduate students) from over 20 nations. The collaboration has produced over 100 published papers, and over 60 PhD theses. 

There are three main components to an high energy detector: a high energy particle accelerator that accelerates particles close to the speed of light, detectors sensitive enough to track the traversal and decay of particles throughout the detector, and computers powerful enough to process and store terabytes of information detail about the particle’s momentum through the detector. Through the use of the world’s highest energy accelerator, the Tevatron, protons and antiprotons are accelerated close to the speed of light in opposite direction around a synchrotron at 980 MeV (million electron volts)1. When the Tevatron is in Collider mode, proton (p) bunches and antiproton (pbar) bunches are focused to pass through each other, millions of times per second. The initial collision produces energy close to 2 Tev (billion electron volts). These elastic and inelastic collisions produce a collection of predetermined interesting events that are recorded to disk for further data analysis. Since “it is unnecessary and impossible to keep the ten thousands of detector signals created every millionth of a second,”2 triggers are built into the data readout chain. Uninteresting events are discarded by a complex set of computer hardware, firmware, and software triggers that filter the millions of particle collisions. Since “10 to 20 million stored collision events occupy approximately 10 million MB of storage on disk,”3 powerful, yet cost effective, pc farms—a collection of networked computers optimally distributing processing load across pc processors—are used. This three-step process allows scientists to complete a variety of data analysis tasks: Simulate collision events with experimental results; Identify processes (or “events”) that took place after each collision; Use results to test theoretical predictions; Improve knowledge of crucial parameters; Contradict theoretical expectations and discover new phenomena. The focus of my report is on the DØ detector and its subdetector, the Silicon Microstrip Tracker (SMT).

The DØ detector is a 5000-ton marvel of complex electrical, mechanical, and computer engineering that spans over three stories (30’ x 30’ x 50’) in the DØ assembly building and requires constant maintenance to ensure maximum efficiency. This multimillion-dollar detector took eight years to build. This particle detector serves as a counting house for particles, and a subatomic microscope that helps scientists visualize the particle tracks, measure particle energies and recreate particle trajectories. The detector was designed in layers like an onion. (See Figure 1 below)
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 Figure 1: The DØ Detector

The most precise tracking subdetector, the silicon detector, is placed closest to the beam line.
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Figure 2: The Silicon Microstrip Tracker (SMT) in the center
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This Silicon Microstrip Tracker (SMT) helps scientists recreate new subatomic particle tracks, starting from the vertex, created after proton and antiproton impact. The SMT is a collection of smaller detector components: H-Disks, F-Disks, and Barrels.

Collectively, the H-Disks, F-Disks, and Barrels track the particle’s x, y, z, and radial direction after collision in the vertex of the detector. 
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Figure 3: The Parts of the Silicon Microstrip Tracker (SMT)

The barrel has 6 sections, each 12 cm long and containing 4 layers. The first and third layers of the inner 4 barrels are constructed of double-sided 90◦-stereo detectors with axial strips and orthogonal z strips at pitches of 50 μm and 153.5 μm respectively. The outer two barrels use single-sided detectors with 50 μm pitch axial strips in layers 1 and 3. In all six barrels the second and fourth layers are made from double-sided detectors with axial and 2◦ stereo strips at 50 μm and 62.5 μm pitch respectively. The combination of small-angle and large-angle stereo provides good pattern recognition and allows good separation of primary vertices in multiple interaction events. The expected hit position resolution in rφ is 10 μm, and for the 90◦-stereo detectors it is about 40 μm in z.
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Figure 4: The cross sectional view in the r − φ plane of a barrel section
The forward disk system consists of double-sided detectors with ±15◦ stereo strips at 50 μm and 62.5 μm pitch. The H-disks, which cover the high-η regions, are constructed from two back-to-back single sided detectors with ±7◦ stereo strips at 80 μm pitch.



Figure 5: HDI (High Density Interconnect)

The silicon detectors are ac-coupled – each strip has an integrated coupling capacitor and polysilicon bias resistor. The front end CMOS readout chip (SVX IIe) [1] contains 128 channels, each channel comprising a double-correlated sampling amplifier, a 32-cell analog pipeline, and an analog-to-digital converter. The chip also contains sparse readout circuitry to limit the total readout time. The SVX IIe chips are mounted on a kapton high density circuit, which is glued to the surface of the silicon detector. The detectors are mounted on beryllium bulkheads which serve as a support and provide cooling via water flow through beryllium tubes integrated into the bulkheads. The silicon tracker has a total of 793,000 channels. 
This detector allows particles to pass through and extract electrons from its silicon creating an electric impulse for scientists to recreate the particles trajectory as it moves away from the vertex of the detector. After leaving the center tracking devices, particles find their way into the calorimeter, which measures their energy. As the particles move through the calorimeter, energy is lost to the absorbent material of the calorimeter. As particles pass through the layers of heavy metal plates, showers of light are created and the scintillator detector layer is used to record the intensity of the light flashes as a measure of the particles energy as it passes through the photomultiplier tubes. Although most particles are absorbed by the calorimeter, the muons find their way through the central tracking devices and calorimeter to a special muon detector encasing the entire DØ detector—muons can travel through meters of cement and steel. The recording of a particles life from the silicon detector collision vertex to the muon detector helps experimenters recreate the particle’s complete path, including its decay into smaller particles as it leaves the detector. Studying these “events” may lead to new discoveries, like the discovery of the higgs boson.

This experimental apparatus, like other experimental devices, must undergo constant maintenance because of the level of use. As an intern in the SMT Group I was tasked to improve the existing system experts and data-shifters in the DØ control room use to maintain the Silicon Detector’s optimum performance. In order to accomplish this mission, experts need to know the error history of the many components of the Silicon Detector. There is a problem history associated with 912 Silicon readout modules. These entries are stored in an offline Microsoft Access Database System. The current history database allows data-shifters and experts to track errors, alerts, and general problems in the silicon detector’s data readout chain. (See Figure 6: Silicon Detector Data Readout Chain)
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Figure 6: Silicon Detector Data Readout Chain
The SVX chip is mounted on the HDI (High Density Interconnect) and connects to the flex circuit and the silicon strips through wirebonds. When an analog signal is created on the silicon, from the stripping of electrons from the silicon (Si), it is received and digitized by the SVX chip. The signal in turn traverses the 8’ low mass cable out of the silicon subdetector and out of the DØ detector and into an Adapter Card. Low mass cable is used to carry the signal out of the detector, because cable with high mass will act as an antenna, corrupting data from the detector. The signal leaves the adapter card and moves through the ~19’-30’ High Mass Cable to the Interface Board. The interface board refreshes the signals, adjusts timing, and monitors and manages the power going to the SVX chips. Next, data flows into the SEQencers via another 25’ High Mass (3M/50 conductor) cable. The sequencers manage the SVX chip and convert the data to a fiber optic signal. As the data leaves the SEQ Controller and platform, it enters the VRB (VME Readout Buffer). The VRB uses a ~50MB/s/Channel to hold the data in its buffer for further instructions from the Level 2 trigger that makes the decision to send the data (details about collision events) on for further processing and permanent storage, or just dump the data.

During the instillation and testing phase of the silicon detector, an error history database was created in Microsoft Access, with a web interface. This stand alone system was used to keep an error history for the 912 silicon readout modules in the database. When there is a problem with one of these modules, an entry is made in the database. This database system is used to keep track of the problems until an expert fixes them. The database served its purpose for instillation but has its deficiencies at this stage of detector operation. My assignment this summer was to modify the existing database system to eliminate these deficiencies, and add new features that would enable data acquisition shifters and experts maintain the detector more efficiently.

My project was charged to remedy the problems associated with the old method of accessing information data from the database:

1. Multiple people can not use it at one time

2. Not Stable even for One user 

3. Hard to locate problem in path using current database GUI

4. Stand alone Microsoft Database that is not connect to other online systems

To remedy these problems the following solutions were proposed:

1. Load existing History Database into an Oracle Database

2. Organize information in better way

3. Design a more user friendly GUI

Procedure

The Python programming language was used on the Linux and Microsoft Windows platforms to create graphical user interfaces (GUIs) and helper functions. Oracle software was used to design and implement the new database (SMT_DAQ_HIST) on an online Linux server. Helper functions were written in Python in the Windows environment to modify the existing error history database, IBtest table, once exported to a flat file on disk: strip wasted space, eliminate erroneous dates and times, make the file “|” delimited.  Oracle Designer, on the Windows platform, was used for initial database design, SMT_HIST_DESIGN, of the new online error history database. SQL*LOADER was used to load the text file into the new Oracle database. (See Figure 8: New Database Silicon History Database) The SMT Data Integrity Display GUI was enhanced to include the new GUIs used to add new Silicon Detector error history, and search error history based on HDI name and Interface Board Channel Name (IB Name).

The next step is to test the new system in the DØ Control Room.


[image: image5.png]autolium
IBQuad
IBCrate
IBCard.
IBGuiChan
Daie

soft Access IBTest Table

Tavad

Tavaiz

v
o+

R

Sl

Comments

[[ SMT_HIST_DAQ_HDI \

Gvn,msT,DAu,ADAPTE R_CARI ﬂ

#HDI_SERIAL_NO
COMMENT

DaTE

TME

sTaTUs
COMMENT

SMT_HIST_DAQ_INTERFACE_CHANNEL

#INTERFACE_CHANNEL_ID
#INTERFACE_SERIAL_NO
DaTE

TME

sTaTUs

COMMENT

SMT_HIST_DAQ_VRB_CHANNEL

#VRE_CHANNEL_ID
#VRB_SERIAL_NO

DaTE
TME
sTaTUs
COMMENT

# ADAPTER_CARD_D
DaTE

TME

sTaTUs

COMMENT

SMT_HIST_DAQ_SEQ_CHANNEL

#SEQ_CHANNEL_D
#SEQ_SERIAL_NO
DaTE

TME

sTaTUs

COMMENT

SMT_HIST_DAQ_HV_POD

#POD_SERIAL_NO
DaTE

TME

sTaTUs
COMMENT





Figure 7: New Database Silicon History Database in Oracle on the right

Results

The new error history database in Oracle was created and loaded from the existing error history from the Microsoft Access table (IBtest). The new Oracle database (SMT_HIST_DAQ) reflects the data readout chain of the Silicon Detector. Two new buttons were created on the SMT Data Integrity Display Window. (See Figure 8: SMT Data Integrity Display Window) When users of the system click on widgets in the window, a new button labeled ‘Add Database History’ appears on the History GUI. (See Figure 9 below) 
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Figure 8: SMT Data Integrity Display (The Error GUI)

This error status window gives users a visual cue of the problems associated with each HDI. Each box on the screen represents the percent of the event with an error. All green boxes are good. The red boxes are not good. The value written in the box is an error in percent of that HDI’s readout.


Figure 9: HDI History window with the new Add Database History button

A new add window was added with new status list and time and date stamp built into the GUI. (See Picture Below)



Figure 10: Add Window with new error status list and time and date stamp

A new search GUI was added to alloy searches by HDI Name, VRB Name, IB Name, SEQ Name, Adapter Card, and Crate. The user can also filter error history by Status type and a Date Range. (See Picture Below)


Figure 11: New Search Window

Discussion

The initial Silicon Detector History Database was created during installation in the DØ Detector. During the testing phase, problem histories were recorded based on IB Name. This was not a problem during the testing phase, but has become an issue during the operation phase. All systems, data acquisition shifters and experts repairing the detector reference problems in the Silicon Detector by HDI Name. Therefore, it was difficult to locate problems along the data readout chain reference above. 

Therefore, time was taken to directly map tables in the new Oracle Online History Database with the natural data readout chain. This feature should decrease the maintenance time needed to repair the detector. 

Once the tables were mapped to the major components along the data readout chain, the foundation was laid for further improvements to the history database. It is easier to develop a GUI to take advantage of this new organization. Once the Search GUI is fully implemented, users of the system can filter a detector component search by: HDI Name, IB Name, VRB Name, SEQ Name, Adapter Card, Status, Detector Type (i.e. Barrel, H-Disk, and F-Disk), and Start Date and End Date.

Before moving the database from Microsoft Access to an online Oracle Database, routine maintenance was done on the Microsoft database. The status names associated with HDI problem histories were modified to a finite list to help organize the problem types. 

These improvements in the Silicon Detector History Database will make it easier to upgrade the detector with the new Layer 0 this fall.

Conclusion

This summer was a good time to modify the error history database, because a major upgrade of the Silicon Detector is scheduled during the Fall shutdown: Layer 0. These modifications will help experts to finish all changes before the shutdown of the DØ Detector. In addition the error history in the new database is organized in a better way to help decrease the amount of time needed to repair the detector.
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