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Abstract

The D0 detector is composed of several powerful tools that are responsible for detecting sub-atomic particles.  One of those tools is the Central Tracking Trigger (CTT).  This tool is mostly software and some hardware; it is responsible for detecting and recording interesting events from the collisions of protons and anti-protons.  The CTT saves the physicists a tremendous amount of resources and analysis time.  However, like many complex systems, there are occasions when the CTT is not completely working at 100 percent efficiency.  There is a dedicated team of physicists assigned to monitoring the effectiveness and performance of this system.  This paper discusses the CTT and the automation and integration of an offline application that assists this team of physicists in their data quality analysis of the effectiveness and performance of the Central Tracking Trigger.

Introduction

Imagine you have access to a piece of lab equipment costing multi millions of dollars.  This piece of equipment is extremely complex and has parts that are composed of prototypes only.  In order to assure that the data is accurate there must be a mechanism that monitors the performance of that equipment.  This is the case with the D0 detector.  The D0 and CDF are the two major detectors of Fermilab’s giant high-energy particle accelerator, the Tevetron. The detectors must be monitored for part failure, defects, efficiency and performance. It is important to know that a detector is working up to par before one can trust the data that it detects. 

The task is still more involved, however.  There is a team of physicists assigned specially to monitor each sub-detector of the D0 detector. The one sub-detector we are focus on is called the Central Tracking-Trigger or CTT.  This CTT is designed to record the more interesting collisions between protons and anti-protons, which are named “events.”  These events will produce data of many subatomic particles that are studied here at Fermilab.   The CTT is composed of both hardware and software.  In addition to having events provide useful information for the experiment, there is a means of processing and analyzing the events to produce useful information on the state of the CTT of the D0 detector.  

When I first took on this project, I have to admit that I knew nothing about high-energy particle physics.  In college I had only one course in classical physics, a course in electricity & magnetism and optics, and a course in modern physics.  This could hardly make me equipped for my assignment.  I have to scramble to squeeze one-on-one lectures from these scientists to understand enough to do my assignment.  

What is my assignment?  There is a software solution for monitoring each individual run (four hours of events) for measuring the state of the CTT.  My assignment is to provide a solution to provide a big picture (statistics and graphs) of the CTT’s state for a month of runs.  Such information could immediately point out a “dead” section or a slow deterioration of the CTT.

In addition, my project is to determine which runs are good and which run the scientists need to look at.  After that is decided and graphed the scientist is then allows to update the Oracle database with the results.  I had to refresh my novice knowledge on SQL.  

My Experience

This project took the entire 12 weeks to complete.  The program has approximately 2000 lines of code.  The reason the program was small is because Python is very efficient.  Python takes advantage of lists rather than arrays. I had some experience working with lists from programming in Scheme at Purdue.  I was working strictly in a Linux environment.  The learning curve for both Linux and Python was not to steep.  I would say it took me about three weeks to get up to speed.  However, I had to constantly refer back to the books and the Internet for how to use some of the commands.  I wrote only one class in Python; the rest of the code was written in a structure top-down fashion.  I must say this project was very challenging and I definitely learned a great deal.   Finally, I am very happy that I was able to complete my project.
Features

The CTT offline monitor integrates a number of useful scripts.  In the past, the scientist had to run the entire set of scripts to execute one run.  This was time consuming, tedious, and error prone.  Now, the scientist just has to run one application with options.  The CTT offline monitor makes this entire process more efficient.  In addition, more than one run can be processed.  In fact, an entire month is automatically processed and analyzed.  This saves even more time for the scientist.  One of the problems in the past was that the scientist did not want to redundantly execute processing for runs that had already been processed and analyzed.  The scientist needed some mechanism to process a set of runs that have not been stored in his/her scratch folder on the clued0 cluster.  The CTT offline monitor is smart enough to examine the scratch folder for runs already stored on clued0 and limit the next set of runs for that month to exclude the already stored runs.

Another interesting feature is a time saver.  Actually, the runs are processed more than once by the computer center.  When the run is first created this data is called “raw.”  Raw data is just the on and off bit patterns of the detector’s production of a run.  However, this is not meaningful for determining data quality or analysis.  Therefore, the computer center has a processing mechanism, named Reco TMB, for converting the data into some more useful information.  The run’s data is transformed into another format that is called thumbnail.  The CTT offline monitor can now submit the thumbnail data of the runs for yet another form of processing.  The point here is the cttmonitor will skip the runs that are still in raw format and only submit the thumbnail runs to batch processing for preparation of the analysis phase.  For a month’s quantity of runs this will take approximately a day and a half.  Since there are already automatic applications existing for processing raw data of runs, it is better for the cttmonitor to wait for the data to be converted from raw to thumbnail before it take interest in the runs.  Another point is that if the cttmonitor processed raw data rather than thumbnail then it would double the processing time, to three days, of the CTT offline monitor.

Although the cttmonitor runs offline on the D0 cluster’s disks it stores all output on the clued0 cluster’s disks.  The utilities, that the cttmonitor needs, on the D0 cluster’s are more up to date and therefore make it easier to program the cttmonitor. 
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� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Weighs 5000 tons


� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Can inspect 3,000,000 collisions/second


� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Will record 50 collisions/second


� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Records approximately 10,000,000 bytes/second


� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Will record 1015  (1,000,000,000,000,000) bytes in the next run (1 PetaByte).
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Input widget for receiving arguments that assists the cttmonitor in communicating with the clued0 clusters.





Good





Bad





The graph on the left is called a turn-on-curve.  It is shape like the letter “S”.  The left graph is reaching an asymptote at one.  This is a one of the graphs uses to determine if the run is good for CTT’s standards.  However, the graph on the right is very distorted and is not a turn-on-curve.  This is a bad run. 





Noticed that the graph of the runs of color-coded and indexed.  Usually there are anywhere from 60 to 100 runs per month.  The graphs were made in the middle of July.  The vertical lines on each run are error-bars.  The error-bars measure the margin of error.  There are a total of 80 graphs produced for each month.  There is an 81st graph that produces information on the quality of the runs.





This is the 81st graph, which is also the last graph.  This graph measures the amount of quality of each run.  For now a criterion count of 10 is the highest and zero is the lowest.  A criteria count of 10 means the run is definitely good.  Any criteria count lower than 10 needs to be look-at and determine by the scientist what is bad.  A criteria count below five would probably considered bad.  





This listing shows a query of the some results inserted into the database via the cttmonitor.  Special means the scientist would have to determine manually if the run is good, reasonable, or bad.  Notice that if the quality is good then its criteria count is 10.





This is a picture of the largest laboratory instrument in the world, the Tevatron.  The Tevatron accelerate protons and anti-protons up to 99 percent of the speed of light.  The particles collide at and are detected by two main detectors, CDF and D0.  The offline cttmonitor is executed at D0. .





DØ is approximately 650 scientist, 75 institutions, and 19 nations.  It is also a detector and a experiment.  The DØ Experiment consists of a worldwide collaboration of scientists conducting research on the fundamental nature of matter.








� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Get arguments for communicating with clued0 servers.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Get all runs for a particular month.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Will only process runs in the correct data format.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Submit runs for batch processing.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Analyzed runs for producing statistics and graphs.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Produce graphs for a month of runs.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Analyze and determine good runs for a particular month.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���   Update the Oracle database with analysis of quality of runs.








� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Will not process runs that already exist.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories that are duplicate clones.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories with corrupted files.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories that have core dumps.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes tar files that were generated.





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes zombie files.











� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Linux – OS Platform





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Bash – Scripting Language





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Python – Programming Language





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���PyRoot/Root – Graphical API





� INCLUDEPICTURE "C:\\DOCUME~1\\dtdoles\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���SQL on Oracle DBMS








Robert Rathbun Wilson Hall is a 16-story building.  Its twin towers are joined by crossovers on certain floors.  Wilson Hall houses the administrative functions of the laboratory as well as offices for the scientists and small technical laboratories.  The research, here at Fermilab, is focused on precise studies of interactions of protons and antiprotons at the highest available energies.  It involves an intense search for subatomic clues that reveal the character of the building blocks of the universe.








Fermi National Accelerator Laboratory











The Tevaron





DØ





Dzero Collider Detector





Offline CTT monitor’s Input Widget





Good vs. Bad Run for CTT





Sample Graph for a Month of Runs





Good vs. Look-at Criteria Count





Updated Database by the cttmonitor





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Will not process runs that already exist.





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories that are duplicate clones.





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories with corrupted files.





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes directories that have core dumps.





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes tar files that were generated.





� INCLUDEPICTURE "C:\\DOCUME~1\\stefan\\LOCALS~1\\Temp\\msoclip1\\01\\clip_image001.gif" \* MERGEFORMATINET ���Removes zombie files.
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Offline CTT Monitor reduces redundancy








cttmonitor -i        # Input arguments for communicating with clued0.





cttmonitor -p may2005 # Process a month of runs.





cttmonitor -a           # Analyze runs with CTTAnalyze.





cttmonitor -g may2005 # Graph all run parameters for a month.





cttmonitor –r 260725 # Process one run.





cttmonitor -u may2005 # Update the database with parameters.





cttmonitor –c may2005 # remove a month from the scratch disk.





cttmonitor -q may2005 # Quick guide on how to execute.	








The Offline CTT Monitor’s Options








Below are the detail features of the offline CTT monitor.











