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Abstract:

The presented work concerns the work regarding the Collider Detector

at FermiLab (CDF) sub-detectors’ production run software development for data analysis.

Development of SlowControl  is toward interfacing Oracle databases with AC++  analysis.
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[Cross-section of beloved CDF]

Introduction: 

There exist different sub-detector systems within CDF, calorimetry and tracking. For example, the Central Outer Tracker (COT) at CDF is designed to detect the momentum and varying path of sub-atomic debris as a result colliding p and p-bars accelerated in the Tevatron. The COT is a basically a fine wire chamber aligned in parallel surrounding the beam pipe at the interaction point, BØ. Rather similar to original detectors in past experiments of high energy particle physics, the chamber itself is filled with a gas like ether of noticeable space for drift velocity effect. This gas mixture of Argon, Ether and TetraFluoro-Carbon in a ratio, 0.50 : 0.35 : 0.15 has the drift velocity of 100 micrometers/nanoseconds.[1]


      In most of the open cells in the COT, the cells contain strands up to 30 wires that are stretched taut the length of the detector along with Field Panels. Each cell is positioned adjacent to another. The Potential and Sense wires ---gold plated tungsten wires--- that alternate each other in the cells. Toward the ends of the cells, are the shaper wires, which physically and electrically sustain the sensing and potential wires within a field [2]. The Field Panels, separated by about 2 centimeters with Mylar, are composed of gold plated mylar strung together at 135 g tension. 

Along the axis of the beam-pipe the tilt angle is approximately 35 degrees. The arrangement of 3.8 millimeter alternating wires are as shown in Figure 1.
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[ Fig.1 ]

Tension systems on the ends of the cells, the whole COT, support the highly stretched wires' accuracy. Perfected from the first chamber, Central Tracking Chamber (CTC), spring loaded "piano wire" system is utilized.  The overall dimensions of the COT is 63000 wires within 2520 cells inside 96 layers divided into 8 super layers in a radii of 44 to 132 centimeters. The length is 3.10 meters. “This all comes together as a drift chamber of elementary particles as they pass through the uniform magnetic static field, high voltage wires and the ionized Ar-Et-CF4 (2.5 kV/cm). Any curvature in this field is recognized as the charged particle's momenta and energy.” [3]

The COT inherited most of its qualities from it's predecessor, the Central Tracking Chamber (CTC), of CDF Operational Run I [4]. In fact, the development of searching for particle tracks in the axial layers provide for the two-dimensional analysis. However, after the major upgrades to CDF, all the detectors, especially COT, will perform at a higher luminosity.[5]
Not every collision event at Fermi Lab yields wonderful and shattering debris. Only phenomenal collisions are wanted. Using the analog Amplifier/Shaper/Discriminator (ASD) chip-set, as used in SDC and ATLAS detectors, with Time-to-Digital Converters (TDC) modules, all collisions are converted to digital information for processing. Beginning with the Counting Room on the first floor, the Data Acquisition (DAQ) System for COT harvests the data.

In comparison, the SlowControl system is analogous to a monitoring system. The drastic difference is timing and collection. The trigger processes at 396 nanoseconds, in turn yields one to two terabytes a day. On the other hand, SlowControl samples for calibration status on the detectors, like operation temperature, current, low voltage and 

B-Fields (magnetic).  At less than a few megabytes per day, sampling at lower rates is the eponym for SlowControl.

It should also be noted that the name of SlowControl is fungible with the IFIX control, an invariant on Windows NT. The title SlowControl holds true to its description than IFIX.
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[ Fig. 2 ]

Data of “electrostatic and high voltage fluctuation,” [6] as a result of the collisions can be read and thoroughly processed at 600 megabytes per second or higher. It is then later forwarded to the cold servers in Feymann Computing Center across road for storage in future statistical research, displayed in Figure 2.

This is where the fun begins....

How the Data Acquisition works. 


Two groups divide CDF Computing, yet they act upon the same data. The two systems are CDF Run II Online and Offline. It is obviously drawn which group handles the immediate data from the collisions, while the other group is occupied with the data storage.



First off, the conditions set for the detectors are stored on retrievable commercial database, the type chosen for CDF is Oracle version 8iv7 for both online and offline analysis. Implementation functions through the System Query Language (SQL), the code that commonly communicates and manipulates the database. In this database there are the RunDB, HdwDB, Calib, Trigger, FileCatalog and SlowControl schemas. For the most part these schemas are predominately online, but for extensive purposes and maintenance are available for offline. This project work involves SlowControl offline analysis known as Icicle. 
What does Icicle do?
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[ Fig. 3 ]

Figure 3. represents Icicle. According to the detailed schema diagram, the design is based on the hierarchy of the CDF detector categories. Icicle, working on the basis of online calibration and monitoring, contains database access to the tables mainly reflecting sensors and history --given by how most of the tables are labeled sensors or history.  While writing the code for this project, a similar hierarchy will take great precedence as the model to the class SlowControlQuery.  

For what purpose is Icicle?

The intent of Icicle is based on easier user access to SlowControl data and interpretation. SlowControl/Icicle configures with this relationship data table, like all Oracle databases. These objects are structured with characteristic private member variables, also nominally referred to as the data fields. The common fields between the object tables are the respecting relationship. Icicle is designed with 12 tables. Originally all twelve tables were included for SlowControlQuery object, however the number was deemed too high considering most of the data in the fields were online calibration constants. The data is reduced to as many as the number of primary interests to offline users --only four. ( DETECTORS, SENORS, SENSOR_HISTORY and HISTORY_TYPE.)

 The Offline production library for this project is the frozen release 4.5.0, 30th April 2002. The other releases available in both on-line and offline are "production", "development" and "integration", but that is beyond the scope of this paper. The best resource for all developers, online or offline is the entire code library that is actively posted at http://cdfcodebrowser.fnal.gov/CdfCode/. This is known as the CDF Code Repository, a cross-referenced program source browser database.


Programming with Offline Production (cdfofprd) requires becoming acquainted with the various system environments that consist with Oracle. The beginning of the project is to establish SlowControlQuery objects within the AC++ environment. The SlowControlQuery object symbolizes a complex bridge from C++ code to Oracle DB, where the AC++ uniform framework specifically designed for High Energy Physics (HEP), renders replicated or real events of raw data for analysis. The Monte Carlo replicates for offline testing and configuration. AC++ evolved from older frameworks like BaBar Experiment, years ago [7 ]. 

AC++ implements largely on FrameMods to execute input and output. FrameMods is regarded as the main AC++ package, in it quantifies two possible data plots, the ROOT and HepHist. The ROOT output was chosen because of it direct relation to the analysis program called Root developed by CERN. The other important packages included in this project are HeaderObjects, Edm, EdmUtilites and RunConfigDB. Dependent on the project specifications, modifications in the packages are necessary for the following reasons:  HeaderObjects consist of the data field containers. Edm, EdmUtilities are Extended Data Model packages while the RunConfigDB has explicit access to the Oracle database itself. It is the intent to write the code that to allows HeaderObjects’ containers to fill with up with implemented requests, granted by RunConfigDB. The requests can vary but the operation of the request is simple. 



A further explanation of the process is in this rundown of the same module. Since it is in-itself the only test module for the project, this package is the only one that communicates and follows with the AC++ module format, as in Figure 4. In the first function after its construction, the beginRun() function is called. The Runs at CDF are sequentially numbered. Inside all Runs are Events. For this occasion, the Events are recorded collisions. Much like how the Trigger system initializes the detector at CDF, beginRun() is the initialization for SlowControl(Query) objects. The function beginRun() initializes a vector string that will store a title list of the requested detectors. 

TOTAL LIST of DETECTORS 

COT 

SVX 


MUON 

BMU 

BSC  

CEM 

CENTRALTEMPS 
CES 

CESSPARE 
CPR

CHA 

CLC 


CMP 

CMU 

CMX  

GAM 

GAS 


HVAC 

INCHWORMS 
ISL 

LOO 

MNP 


PLUGTEMPS 
RACKS 

RPS 

SOLENOID 
SVX 


TOF 

TRACKING 
CRYO

TRIGINHIBIT 
WATER 

WHA

CCR
For future notice, more detectors may be added in other possible experiments.

//From SlowControlQuery.cc

#include  "RunConfigDB/SlowControlQuery.hh"


SlowControlQuery :: beginRun( EventRecord* e)


{



vector<string> detlist;



 detlist.push_back("SVX");



 detlist.push_back("...");

  SlowControlQuery * _sData = new SlowControlQuery("cdfonprd", detlist,   beginRuntime, endRuntime)


}
[Fig. 4]


This function then passes this devised vector string to the SlowControl(Query) object as a handle. SlowControlQuery only presumes the role of obtaining the request, SlowControl contains the results of the request. SlowControl actually inherits the characteristics of an existing package StorableObject, a class container.  A temporary string instance is created to manipulate the string vector to be passed along to the RunConfigDB package. [8] Once the handle passes, another series of calls to subclass constructors in the HeaderObjects package, which inherits from RunConfigDB package, are issued. Beginning with the HeaderObjects package, the SlowControl class resides here.

StorableObject


SlowControl
||




|
||
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||
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||
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 = =< SlowControlQuery

   - - < Sensors
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    - - < Sensor Histories
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 [ Fig. 5 ]




[ Fig. 6 ]

The super class template is the SlowControl, a sub-class of StorableObject –from the Edm package. 

It is interesting to consider what would the appropriate data member of SlowControl could be. From the top of the hierarchy, data members exclusive to SlowControl class are the usual data base access information. One particular member is a flag used to condition a successful retrieval. It is a safe guard but a minor one. Other noticeable issues are the vector maps of Detector objects and the number count of Detectors, as in Figure 6. Nothing can revealed as of yet about that but later in the paper will explain.

//From SlowControl.hh


#include “Edm/StorableObject.hh”

class SlowControl


{


 bool        fetchSuccess;  


//retrieval flag

  
 int         fetchTime;



//time when retrieved

  
 string      dbName;



//name of database

 int         dbTime;



//timing of database
 
 int beginTime; 




// Time range to be used when
  
 int endTime;




// querying the database
  
 int nDetectors; 




//Detector Counter

 std::map<int,Detectors> DetectorsMap; 
//recursive subclass objects

 






//Dynamic number of detectors.


 }
[Fig. 7]

The descending contained classes have the same fashion.

//From Detectors.cc




//From Sensors.cc

class Detectors




class Sensors

{






{
//Data Fields within



//Data Fields within

//the Detectors Table



//the Sensors Table
int det_Id;





int sens_Id;

string det_Tag;




string sens_Tag;

string det_Comp_Tag;



int last_Measure;

string position;




int last_Error;
int location;




int report_Window; 

int nSensors;




int nSamples;







float average;







float stdDev;







int nSensorHistories;

//recursive subclass objects


//recursive subclass objects

 std :: map<int,Sensors> DetSensor;

std::map<int, SensorHistories>  

SensHist;


}






}

//From SensorHistories.cc


class SensorHistories


{


int sensh_Id;
//Data Fields within the


int value;
//the Sensor History Table


}

[Fig. 8]


Following this, SlowControlQuery inherits from SlowControl. In addition to a hierarchy there are a series of contained classes, SlowControl -> Detectors -> Sensors -> SensorHistories. The upper classes have a standard double variable vector( i.e. a map) which contains its lower class. The bottom class is excluded from having a map because it is the last in line. This logic is on the premise that for every query made, there's a possibility of selecting from an array of SlowControl Objects; Beneath that leads to an array of Detectors, whereby an array of Sensors exist, thusly a SensorHistories array or recorded history exist for every sensor. Now that the information is there, what comes next just as vital as retrieval.


Monitoring samples of the data

In closing, analyzing raw information into presentable form summarizes the extensive work done at CDF. To SlowControl and SlowControlQuery, the code extracts and retrieves data through AC++.

By posing the question, what is the efficiency of this data if not readily available to interpretation? For the experimental physists who actually deal with concrete information, the aforementioned ROOT acts as the final step of shaping the plots derived from the raw electrical data. Originally, only terminals and monitoring stations with sensitive instruments would be the verifying tool for monitoring. Now for simplicity, the web browser is the ultimate application for plotting the data into structured information is valuable. As one could tell from this situation, the work of analysis doesn’t end there. Ideally, an urging proposal to conduct analysis and data processing from remote locations like a users home or institution is in progress.  As for Icicle, one site available is the http://cdf-fs2.fnal.gov:3000/plug/javachart/icicle.htm. Under construction, this site serves as an example to how SlowControl functions. Rather than a fanciful graphical user interface, my code allows a communication interface like a code package.

Figures:
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[ Fig. 1 ]
Nominal Cell Layout

[ Fig. 2 ]
Data flow of CDF "Dead-timeless Trigger and DAQ

[ Fig. 3 ]
CDF SlowControl, Icicle
[ Fig. 4 ]
The beginRun() function

[ Fig. 5 ]
Container tree of SlowControl

[ Fig. 6 ]
Inheritance tree of SlowControl

[ Fig. 7 ]
Class declaration of SlowControl

[ Fig. 8 ]
Subclass delineating SlowControl inheritance

Side notes:

-----------------------------------------------------

[1]
Max drift velocity of 1 centimeter.

[2]
In practical use, this compensates for damaged wires within the cell.

[3]
The CDF II Detector Technical Design Report, Section 4.2.1, p 4-2, Nov 1996 

[4]
The Run that discovered the top quark in 1996.

[5]
The CDF II Detector Technical Design Report, Section  1.4.1.1, p 1-5, Nov 1996.

[6]
The CDF II Detector Technical Design Report, Section 4.24, p 4-8, Nov 1996.

[7]
Refers to the B/B-bar system of mesons which are produced at SLAC's PEP-II Collider.
[8]
Syntactically in SQL, one could use the phrases,  "desc table_names" to list the fields within and/or "select (distinct) field_name from detector_names where (set  conditions)" to retrieve a list of specific data within the fields. The vector string comes in to action with the Oracle database when formed in this proper syntax.

One pair of examples are the proceeding inquiries into the datatable Sensors and distinctly into the Sensor_Times and Sensor_Histories datatable.


SQL> desc Sensors 

 
Name

         Null?              Type



Maps to


 -------------------------- --------------- -------------------- 


------------------


 SENS_ID
         NOT NULL NUMBER(38)……………………..int sens_id


 DET_ID 
         NOT NULL NUMBER(38) …………………….int det_id;


 SENST_ID
         NOT NULL NUMBER(38) …………………….int senst_id;


 SENS_TAG
         NOT NULL VARCHAR2(38) ………………….string sens_tag;


 REPORT_WINDOW  NOT NULL NUMBER(38,5)
…………………..int report_window;


 LAST_MEASURE
                NUMBER(38,5)
…………………..int last_measure;



 LAST_ERROR


  NUMBER(38,5)
…………………..int last_error;


 LAST_STATUS


  VARCHAR2(32)………………….int last_status;


 SENSOR_DESC


  VARCHAR2(512)………………...int sensor_desc;


 SENSP_ID


  NUMBER(38)……………………..int sensp_id;

SQL> select st.senst_id, sh.value from sensor_times st, sensor_histories sh
          where sh.senst_id = 47160 and st.senst_id = sh.sens_id; 
  SENST_ID VALUE

  SENST_ID VALUE

  SENST_ID VALUE
---------- ----------


---------- ----------


---------- ----------
      4409 949


4465 956


4497 963
      4425 974


4469 968


4501 960
      4429 960


4473 971


4505 973
      4433 967


4474 3000


4509 973
      4437 958


4475 3000


4513 985.00006
      4441 973


4476 2



4517 962
      4445 960


4477 917


4521 961
      4449 963


4481 973


4525 806
      4453 784


4485 970


4529 721
      4457 780


4489 957


4533 962
      4461 961


4493 886


4537 959

 
---------- ----------      
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