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Computing At Fermilab is...

 In support of the mission...

— to advance the
understanding of the
fundamental nature of

 matter and

¢ energy

mﬁaﬁ%% And Many
Af - Others
KTev, Minos,
SDSS, ...,
P929.

l.e. more than
929
proposals to
date.

The DZero Experiment The CDF Experiment
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The Accelerator
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The Accelerator

Colliding Beams al Fermilab

Collider (11}
Detector at Detector
Fermilab 4

Protons Antiprotons

Tevatron Accelerator

saf  Bunch of protons
eiafr Bunch of aniiprotons
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The DZero Experiment
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The CDF
Experiment
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Sloan Dig
Sky Survey
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Blanton et al. (2003) (astro-ph/0210215)
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Large—Scale Structure samplel0



CMS Experiment

The CMS Detector...
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How Do You Do Science?
(elementary school version)

Observe phenomena.

Develop a hypothesis.

Use hypothesis to make predictions.

Devise experiment to look for predictions.

Obtain results demonstrating (or not) predictions.
Draw conclusions about correctness of hypothesis.

If correct, add to accumulated hypotheses which are
the theory. If not, revise hypothesis and ...

N o o bk owbhRE

Repeat
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How Do You Do Science?
(Large Scale Science Version)

Each stage of scientific process has different computing needs.

Identify Phenomena
Develop Hypothesis
Organize Collaboration
Propose Experiment
Get Approved
Obtain Funding
Plan and Design Experiment
Build / Install Equipment
- Acquire / Record / Store Data
- Analyze Data
Obtain Results
Publish Conclusions

Repeat
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Need: access previous results

. PC’s (Windows, Linux), UNlX,
Macs
Printers - color and B/W

- World-wide networking

- MSWord, TeX, Acrobat
- Web preprint
repositories

- Arxiv.org at Cornell U.
- Spires at Stanford U.



http://fndcg0.fnal.gov/~netadmin/cricket/grapher.cgi?target=/Traffic/LocalSites/all-out&ranges=d:w&view=Bytes
http://arxiv.org/
http://www.slac.stanford.edu/spires/hep/

Need:
. PC’s (Windows, Linux), UNlX,

Macs

- World-wide networking

- E-mail

- Web Pages

- DZero “Top Group”
- MINOS



http://fndcg0.fnal.gov/~netadmin/cricket/grapher.cgi?target=/Traffic/LocalSites/all-out&ranges=d:w&view=Bytes
http://computing.fnal.gov/email/statistics/gatewayreport/hourly.html
http://www-d0.fnal.gov/Run2Physics/top/index.html
http://www-numi.fnal.gov/Minos/index.html

Organizing a
Collaboration
means
Interacting
with ~400
colleagues
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Need: with colleagues show
the feasibility of a proposal.

PC’s (Windows, Linux), UNlX,

Macs
World-wide networking
Web pages

- Dark Energy Camera
Project

- Nova Proposal
Simulations...



http://home.fnal.gov/~annis/astrophys/deCam/
http://home.fnal.gov/~annis/astrophys/deCam/
http://www-off-axis.fnal.gov/NOvA Proposal/NOvA proposal March 15 2004.pdf

=i Hepvis Event Viewer =10

File View launch  Silicon  Cdflfrack  Iner?

' CDF Silicon
Vertex
Detector

A 3D modeling program
simulating particles in the
detector.
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Need: Project Management

Funds come from DOE, NSF,
NASA, Congress, Taxpayer—YOQOU.

- PC’s (Windows, Linux, Macs)
- Printers - color and B/W
-World-wide networking

- MSProject, Power Point...

- Proposal review...

-NUMI Proposal Review




NuMI Project

. . * Introduction
Project Overview

e N Iaéﬂgement Items

a r'llq Statys and Technical
Greg BDLE X O Spaglfess Since
DoE Office of Sciencel@:&'ﬁw@ﬂp \S/'J\Vwmber

NuMI Project R e \V/ I e Cost and Schedule
January 30, 2002 Status

Fermilab . PI‘Oj ect Goals for May

e Summary



Need: simulation, sensor
design, engineering
software...,

- Unusual sensors
s

Custom electronics

Computing at its core:
microprocessors, silicon
logic




Sensors

Unusual
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SVX-II (SY\ 3 IC‘) Readuut System

Trigger
SVXHI Slllcon Strlp Dete

/




Computing Needs
Acquire / Record / Store Data

Each stage of scientific process has different computing needs.

Identify Phenomena Need: Acquire, record, store
Develop Hypothesis

Organize Collaboration - Use sensors and custom
Propose Experiment electronics

Get Approved

Obtain Funding

Plan / Design Experiment
Build / Install Equipment
Acquire / Record / Store Data
Analyze Data

Obtain Results

Publish Conclusions

Repeat
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Acquire, Record, Store Data
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Recording Data

- Record data (“events”)

- The sensors and custom electronics convert the
voltages and currents into 300,000 bytes of 1’s
and 0’s: Now, we are in the computer realm.

- Get an event every few hundred microseconds.
- Raw data rate — hundred’s of GB/second.

- Either trigger on interesting events or filter
out the uninteresting ones - ~10 MB/s.

- What gets through, one records to disk and
eventually to tape.
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Need:
+ Reconstruct 1's and O’s into
tracks and particle
identification
Do physics analysis on
resulting collections of tracks

Means:
PC farms, lots and lots

Disk backed up by tape with
robotic tape mounts Enstore

Usage.



http://fnsfo.fnal.gov:8080/getgraph?graph=print/cpu_stack_day.gif&t=5996981
http://www-d0en.fnal.gov/enstore/enplot_total_bpd.jpg
http://www-d0en.fnal.gov/enstore/enplot_total_bpd.jpg

Need: Do additional
physics analysis.

Means: Use analysis farms
with their disk caching
capabilities to speed

data analysis.

CDF Usage



http://cdfdcam.fnal.gov:8090/dcache/outplot?lvl=0&filename=billing.brd.png

Need: Show evidence of
progress in scientific
work.

Means: Publish papers and
conferences.

Top Quark Mass



http://www.fnal.gov/pub/today/resultoftheweek/index.html
http://www.fnal.gov/pub/today/resultoftheweek/index.html

Mass of the Top Quark

Measurement
o
9

EVATRON Run-I|

M,,, [GeV/c”]
167.4 + 11.4
168.4 + 12.8
176.1 = 7.3
180.1 &+ 5.3
186.0 + 11.5

¥ /dof = 2.6/4

178.0+ 4.3




Vital Statistics

 FNAL has >10,000 network connected devices
 They are connected by >1,000 miles of cabling
We have over 6 PB of data on tape

Half of it is less than 2 years old
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Computing Facilities

* The activities map into facilities at the
laboratory:
— Networks
— Mass Storage robotics / tape drives
— Large computing farms &

|
||FIE1 |

— Databases .

: |HH et
— Operations i
— Support
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PCs and PetaBytes

"
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acllities - GCC
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Facllities - GCC

Grid Computing Center (GCC) with 90% of the computers mstalled

— ~EN : z 2 .

L
&a VT
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Facilities - LCC
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DO computing systems

PN
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Moore's Law

Lots of Datal
1000000 e
100000
10000
1000
Data Volume doubles every 2.4 years
ICN) T T 1T [ T T 1T 1T [ ¢ T T T @ T T T T [ T T T T 7 T T T

1980 1985 1990 1995 2000 2005 2010
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GRID Computing

 Fermilab is participating in many GRID
Initiatives:
— ppdg (DOE SciDAC) H-
» Particle physics data grid B Y o
» Fermilab, SLAC, ANL, BNL, W N
JLAB, Caltech, UCSD, 'PDG
Wisconsin, SDSC
— Griphyn
o Grid physics network
— 1IVDGL
 International virtual grid laboratory

 GRID activities have been a very natural outgrowth of
distributed computing of the large collaborations.

GriPhy N
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US CMS Computing

e Fermilab is the host lab of U.S. CMS
experiment which will begin taking data at
CERN In Geneva, Switzerland in ~2008

* Fermilab hosts the project management
for the U.S. CMS Software and Computing
Program in DOE

 U.S. Physicists will participate in this
research.

May 2008 David J. Ritchie:CD-doc-800-v4 41



Data Intensive Science



US CMS Computing

e Contribution to CMS

IS substantial SN o
+ Series of Data < S
Challenges /R D
— Increasing complexity -
— >70 million events fully
simulated N o

May 2008 David J. Ritchie:CD-doc-800-v4
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Computer Security
The Dark Side of the Force

 The Internet is now ~100 Million
computers/users

—“one In a million” events happen every day
‘somewhere on the net’

— Only with the net ‘somewhere on the net’ is
always just next door.
 \We are learning how to live in a world
where not everyone is friendly -- but
most are.

May 2008 David J. Ritchie:CD-doc-800-v4 44



Computer Security
The Dark Side of the Force

* This means that computer security Is an
ever present task—particularly, when
studies have shown that a hack attempt is
made once every 13 minutes.

* \We use extensive automated scanning
software to detect problems and isolate
them typically within a few hours if not a
few minutes.
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Acknowledgements

As always in a
laboratory, one gains
from the work of one’s
colleagues. This talk is
no exception. | would
particularly like to
thank Dane Skow for
the use of some of his
slides from a previous
talk.

May 2008 David J. Ritchie:CD-doc-800-v4

46



	Computing at Fermilab
	Computing At Fermilab is…
	The Accelerator
	The Accelerator
	The DZero Experiment
	The CDF Experiment
	MINOS Near and Far
	Sloan Digital Sky Survey
	An SDSS Result
	CMS Experiment
	How Do You Do Science?� (elementary school version)
	How Do You Do Science?�(Large Scale Science Version)
	Computing Needs�Phenomena and Hypothesis
	Computing Needs�Organize Collaboration
	Organizing a Collaboration means interacting with ~400 colleagues
	Computing Needs�Propose Experiment
	CDF Silicon Vertex Detector
	Computing Needs�Get Approved and Funded
	Computing Needs�Plan / Design, Build / Install
	Unusual Sensors
	Custom Electronics
	Computing Needs�Acquire / Record / Store Data
	Acquire, Record, Store Data
	Recording Data
	Computing Needs�Analyze Data
	Computing Needs�Obtain Results
	Computing Needs�Publish Conclusions
	Mass of the Top Quark
	Vital Statistics
	Computing Facilities
	PCs and PetaBytes
	FCC
	Facilities - GCC
	GCC
	Facilities - GCC
	Facilities - LCC
	D0 computing systems
	Moore’s Law
	GRID Computing
	US CMS Computing
	US CMS Computing
	US CMS Computing
	Computer Security�The Dark Side of the Force
	Computer Security �The Dark Side of the Force
	Acknowledgements

